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Numerical investigation for breast cancer risk model: An ODE based approach 
integrating body mass dynamics
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ABSTRACT

Breast cancer remains a leading cause of mortality among women worldwide, driven by a complex interplay of genetic, life-
style, and physiological factors. Traditional risk assessment models rely on statistical parameters, limiting their predictive accuracy 
for breast cancer. This study aims to enhance predictive modeling by applying mathematical approaches, including ordinary dif-
ferential equations (ODE’s) based breast cancer risk model (BCRM), to understand the dynamics of body mass and its impact on 
cancer risk. We create sufficient large datasets to explore model robustness using methods like Adams’ numerical solver, backward 
differentiation formula (BDF) method, explicit Runge-Kutta technique, and implicit Runge-Kutta method. The results are analyzed 
by comparing these four state-of-the-art numerical methods. Our findings highlight the strengths of these numerical methods, pre-
senting solution plots and absolute error analyses to demonstrate the efficacy of the breast cancer risk model in capturing cancer risk 
trajectories and advancing diagnostic accuracy.

Keywords: Numerical Computing, Adams’ numerical solver, Backward differentiation formula, Explicit and implicit Runge-Kutta 
method, Breast cancer risk model

1.　INTRODUCTION

Breast cancer is a leading health concern worldwide, with 
incidence and mortality rates. Various risk factors like lifestyle 
choices, genetic predisposition, and body composition substantial-
ly influence health outcomes [1]. In the 21st century, cancer is the 
leading public health, economic and social problem [2]. Cancer 
is responsible for one in six deaths worldwide [3]. A significant 
portion of cancer diagnoses in women, the leading cause of can-
cer-related mortality globally in women is breast cancer. Breast 
cancer is the most common cancer among women worldwide. Af-
ter lung cancer, the second leading cause of death among women 
is breast cancer [4]. Cancer is not a single disease; it’s a collection 
of disorders that cause cells in the body to change and grow un-
controllably [5]. Categories of cancer are based on the type of fluid 
or tissue they originate from or by the area of the body where they 
initially develop [6]. Among other types of cancers, breast cancer 
is the most frequently diagnosed cancer in women [7], with an 
estimated 2.3 million new cases diagnosed globally each year [8]. 

Studies have shown that 5 to 10 percent of breast cancer can be 
ascribed to family history and genetic mutations, whereas 20 to 
30 percent can be ascribed to modifiable reasons [9].  Its occur-
rence and mortality rates have risen over the past three decades. 
Breast cancer is a condition where abnormal cells in the breast 
multiply uncontrollably, leading to the formation of tumors. If not 
treated, tumors can spread to other parts of the body and become 
life-threatening [10-11].

The complexity of breast cancer has long been identified and 
investigated. Starting in the 1980’s, the initial classification of 
the disease was based on microscopic tissue characteristics [12]. 
Breast cancers were initially classified based on estrogen recep-
tor expression and later based on human epidermal growth fac-
tor receptor 2 (HER2) status [13]. By the turn of the millennium, 
the advent of microarray technology revealed that their mRNA 
expression profiles were linked to the phenotypic differences be-
tween breast cancer [14]. Magnetic resonance imaging (MRI), 
ultrasound, and mammography are different medical procedures 
commonly used in detecting and diagnosing breast cancer [15]. 
One powerful imaging tool that generates high-resolution images 
without the need to apply harmful radiation is MRI. This meth-
od resembles nuclear magnetic resonance, where a proton density 
image of the tissue is analyzed to produce an MRI image [16]. An 
x-ray picture of the breast is mammography [17]. In certain breast 
screening programs, digital mammography has taken the place of 
conventional mammography [18] because possible advantages of 
digital mammography include computer-aided detection. The use 
of computer-aided detection involves algorithm-based software 
that alerts radiologists to potential abnormalities in mammograms, 
enabling centralized interpretation of images [19].

The key risk factors have been recognized as body mass in-
dex (BMI) and obesity [20]. Studies show a positive correlation 
between increased body mass and increased breast cancer risk, es-
pecially among postmenopausal women [21]. Cancer risk remains 
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challenging despite capturing the dynamic interplay between body 
mass changes. Statistical parameters are most often used for tra-
ditional risk assessment models, which limit the prediction ability 
of risk breast cancer, to address this gap, there is a growing inter-
est in applying mathematical modeling approaches like ordinary 
differential equations (ODE’s) [22] to explain the complex ways 
in which body’s systems interact and lead to cancer growth. The 
modern computing approaches are used by many researches in dif-
ferent areas of interest such as novel data approach for urbanized 
smart grids [23], fractional gradient-based optimized convolution-
al networks [24], clinical deep learning for C-section forecasting 
[25], interpolation scheme for CSMRI techniques [26], non-tech-
nical loss detection in smart grid [27], smoking prediction in hid-
den smokers [28], early diabetes detection [29], cost storage in 
wireless sensor using blockchain [30].

The brief interpretation of the findings and contributions of 
the study are as follows:
●This study explores breast cancer risk models by integrating 

body mass dynamics over time by applying the Adams numerical 
method, BDF method, explicit Runge-Kutta method, and implic-
it Runge-Kutta method. 

●To create sufficient large datasets of numerical techniques to 
facilitate the comparison between Adams numerical and BDF 
methods, as well as between the explicit and implicit Runge Kut-
ta methods to obtain intended results in the form of absolute error 
plots and solution plots.

●The purpose of this study is to produce approximate solutions of 
breast cancer risk model BCRM through modeling with ordinary 
differential equations (ODE’s).

●Using Adam’s solver, a synthetic dataset is mathematically cre-
ated for the breast cancer risk model by changing the values of 
certain parameters, such as the logistic-growth rate of healthy 
breast cells, the rate of overflowing estrogen from DNA, the rate 
of immune suppression with estrogen, and the fat-carrying ca-
pacity rate.

●The analysis of absolute error plots and solution plots portrayed 
the robustness and effectiveness of the breast cancer risk model.

The rest of the paper is structured as follows: we formulate a 
mathematical modeling of the breast cancer risk model in section 
(2). The solution methodology is explained in section (3). The tab-
ular and graphical illustration of results and discussion are shown 
in section (4). A concluding remark along with potentials of future 
path in breast cancer risk has been made in section (5).

2.　MATHEMATICAL MODELING

Five-dimensional ordinary differential equations (ODE’s) 
shown in equations (1-5) are considered to formulate a model. 
Here the significant risk factors of breast cancer are fat cells, as 
breast cancer is affected by the dynamics of fat cells. Here H(t) 
represents healthy cells, T(t) represents tumor cells, I(t) represents 
immune cells, E(t) represents effect of estrogen and F(t) represents 
fat cells, we will analyze the relationship between H(t), T(t), E(t), 
I(t) and F(t).

[ ]1 1 1 ,dH H g d H kT c HE
dt

= − − −
                                           

(1)

[ ]2 2 1 2 3 ,dT T g d T z I c HE m TF
dt

= − − + +
                                

(2)

3
2

1 2

,c EdI Ts I z T
dt T E

φ µ
ω ω
 

= + − − − + +                                   
(3)

1 2 2 ,dE E m FE
dt

θ θ= − +
                                                         

(4)

( )3 11 .dF g F m F
dt

= −
                                                              

(5)

3.　MATHEMATICAL REPRESENTATION

Mathematical representation of five-dimensional ODE’s by 
putting the values of parameters is as follows: 

Case 1

[ ]0.65 0.30 1 0.15 ,dH H H T HE
dt

= − − −

[ ]0.98 0.40 1 0.7 0.5 ,dT T T I HE TF
dt

= − − + +

0.8 0.070.4 0.1 0.5 ,
0.9 0.1

dT T EI T
dt T E

 = + − − − + + 

0.9 0.8788 0.2562dT E FE
dt

= − +

0.30 (1 0.5 )dT F F
dt

= −

(6)

Case 2

[ ]0.70 0.30 1 0.15 ,dH H H T HE
dt

= − − −

[ ]0.98 0.40 1 0.5 0.5 ,dT T T I HE TF
dt

= − − + +

0.8 0.060.4 0.1 0.5 ,
0.9 0.1

dT T EI T
dt T E

 = + − − − + + 

0.9 0.8788 0.2562dT E FE
dt

= − +

0.30 (1 0.6 )dT F F
dt

= −

(7)

Case 3

[ ]0.75 0.30 1 0.15 ,dH H H T HE
dt

= − − −

[ ]0.98 0.40 1 0.4 0.5 ,dT T T I HE TF
dt

= − − + +

0.8 0.090.4 0.1 0.5 ,
0.9 0.1

dT T EI T
dt T E

 = + − − − + + 

0.9 0.8788 0.2562dT E FE
dt

= − +

0.30 (1 0.8 )dT F F
dt

= −

(8)
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Case 4

[ ]0.73 0.30 1 0.15 ,dH H H T HE
dt

= − − −

[ ]0.98 0.40 1 0.6 0.5 ,dT T T I HE TF
dt

= − − + +

0.8 0.100.4 0.1 0.5 ,
0.9 0.1

dT T EI T
dt T E

 = + − − − + + 

0.9 0.8788 0.2562dT E FE
dt

= − +

0.30 (1 0.9 )dT F F
dt

= −

(9)

4.　SOLUTION METHODOLOGY

This section describes the solution methodology of ordinary 
differential equations (ODE’s) equations 1 to 5 for breast cancer 
risk model. Synthetic dataset is generated by applying Adams nu-
merical method, BDF method, explicit Runge Kutta and implicit 
Runge Kutta method using Mathematica ND-solve in Mathemat-
ica software. The data set is generated for four scenarios, each 
having four cases with step size of 0.2. The variations of different 
parameters for breast cancer risk models are shown in Table 1.

Table 1　Scenarios and cases of risk breast cancer

Scenario-1: g1 Scenario-2: c2 Scenario-3: Scenario-4: m1

Case 1: 0.65 Case 1: 0.7 Case 1: 0.07 Case 1: 0.5

Case 2: 0.70 Case 2: 0.5 Case 2: 0.06 Case 2: 0.6

Case 4: 0.75 Case 4: 0.4 Case 4: 0.09 Case 4: 0.8

Case 5: 0.73 Case 5: 0.6 Case 5: 0.10 Case 5: 0.9

.　RESULTS AND DISCUSSION

In this section mathematical modeling for breast cancer risk 
model BCRM is articulated by comparing outcomes produced by 
Adams’ numerical method, BDF method, explicit Runge-kutta 
method and implicit Runge-kutta method. By using solution graphs 
and absolute error plots for proposed BCRM breast cancer risk 
model shows connection between certain parameters like healthy 
breast cells logistic-growth rate (g1), rate of overflowing estrogen 
from DNA (c2), rate of immune suppression rate with estrogen (c3) 
and fat carrying capacity rate (m1). In Mathematica software for 
breast cancer risk model BCRM the synthetic dataset is generated 
numerically with the help of ND solver by using four techniques 
i.e. Adams’ numerical approach, BDF, implicit Runge-kutta tech-
nique and implicit Runge-kutta technique. The data set is created 
for four scenarios each having four cases, putting t (0,100) with 
step size of 0.2. The generated synthetic dataset is then relocated 
to MATLAB to analyze the difference between BDF technique and 
Adams’ numerical method for g1 (logistic growth rate of healthy 
breast cells) and c2 (rate of overflowing estrogen from DNA, also 
analyzed the comparison between c3 (rate of immune suppression 
by estrogen) and m1 (inverse rate of fat carrying capacity) through 

explicit Runge-kutta method and implicit Runge-kutta technique. 
Solution graph plots and absolute error plots depicted the profi-
ciency for BCRM. The solution plots of breast cancer risk model 
for healthy cells, tumor cells, immune cells, estrogen and fat cells 
portrays in figure (2-5) and subfigures 2 (i, ii, iii, iv, v) – 5 (i, ii, 
iii, iv, v). In figure 2 and subfigures 2(i, ii, iii, iv, v) by varying 
parameter g1= 0.65, 0.70, 0.75, 0.73 representing logistic growth 
rate of healthy breast cells initially decreased then increased and 
eventually stabilized at a constant value to the healthy cells H(t). 
In all four scenarios, the values of tumor cells T(t) decreased and 
then stabilized at a constant rate against time. The values of im-
mune cells I(t) increased over time. Estrogen level E(t) initially 
decreased, then increased and finally with the increase in time. Fat 
cells F(t) increased initially and then stabilized as time progressed. 
Approximately the same results found in figure 3 and subfigures 
3(i, ii, iii, iv, v) for all five variables i.e. healthy cells, tumor cells, 
immune cells, estrogen level and fat cells while comparing the re-
sults of Adams’ and BDF with analyses on Solution graphs for 
breast cancer risk model for Scenario 2 of four cases by varying 
parameter c2= 0.7, 0.5, 0.4, 0.6 representing rate of overflowing 
estrogen from DNA. In figure 4 and subfigures 4(i, ii, iii, iv, v) 
by varying values of parameter c3= 0.07, 0.06, 0.09, 0.10 rate of 
immune suppression by estrogen in four cases of scenario 3 by 
comparing results of explicit Runge-kutta and explicit Runge-kut-
ta, initially decreased, then increased and eventually stabilized in 
H(t). values of T(t) initially declined and then stabilized at a con-
stant rate, whereas the values of I(t) consistently rose over time, 
indicating an adaptive response. E(t) first decreased then increased 
and finally stabilized as time progressed, similarly F(t) showed an 
initial increase before reaching a steady state over time. Figure 5 
and subfigures 5(i, ii, iii, iv, v) showed comparison of results of ex-
plicit and implicit Runge-kutta by varying parameter m1=0.5, 0.6, 
0.8, 0.9 inverse rate of fat carrying capacity. The solution graphs of 
estrogen level and fat cells showed the same pattern but with much 
more variations. The remaining graphs showed the same pattern as 
observed with earlier techniques.

Figure 6 and subfigures 6(i, ii, iii, iv, v) showed comparative 
view of healthy cells H(t), tumor cells T(t), immune cells I(t), es-
trogen level E(t) and fat cells F(t) under four different cases over 
time, different curves labeled AE-C1, AE C-2, AE C-4 and AE 
C-5. The x-axis represented time ranging from 0 to 100, y-axis 
representing logarithmic scale, values from 10-5 to 10-11 for healthy 
cells suggest that the values of H(t) cover a broad range with some 
curves dipping in to very small values, whereas the values from 
10-5 to 10-10 for all other curves including tumor, immune, estrogen 
and fat cells. All curves follow a downward trend with fluctuations 
at various points, indicating gradual decrease in cell counts with 
some variability in measurement. The variability and patterns in 
the progression of cells shown in the graphs, logarithmic scale vi-
sualized changes across a wide range from minor fluctuations to 
more significant peaks and dips. Figure 7 and subfigure 7(i, ii, iii, 
iv, v) showed comparison of the results of Adams’ and BDF with 
analyses on absolute error graphs for breast cancer risk model for 
scenario 2 of four cases by varying parameter c2= 0.7, 0.5, 0.4, 
0.6 along with values on y-axis ranging from lowest value 10-4 to 
highest value 10-10   for H(t), T(t), I(t), E(t) and F(t) depicting pro-
gression of cells in graphs. The graphs in figure 8-9 and subfigure 
8-9(i, ii, iii, iv, v) depict results of explicit Runge-kutta and implic-
it Runge-kutta along values on y-axis ranging from 10-0 to 10-16 
from lowest to highest with analyses on absolute error graphs for 
breast cancer risk model for scenario 3 of four cases by varying 
parameter c3= 0.07, 0.06, 0.09, 0.10 (for figure 8) m1= 0.5, 0.6, 
0.8, 0.9 (for figure 9). AE C-1 shows downward trends with some 
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fluctuations, rapid increase and then dips again near the end. AE 
C-2 and AE C-4 display similar fluctuating behavior with some 

overlapping points.AE C-5 remains relatively stable and high on 
the graph indicating higher values than the other datasets.
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Fig. 2　 Comparison of the results of Adams’ and BDF with analyses on Solution graphs for BCR model for Sce-
nario 1 of four cases by varying parameter g1= 0.65, 0.75, 0.73.
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Fig. 3　Comparison of the results of Adams’ and BDF with analyses on Solution graphs for BCR model for 
Scenario 2 of four cases by varying parameter c2= 0.7, 0.5, 0.4, 0.6.
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Fig. 4　Comparison of the results of explicit Runge-kutta and implicit Runge-kutta with analyses on Solution 
graphs for BCR model for Scenario 3 of four cases by varying parameter c3= 0.07, 0.06, 0.09, 0.10.
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Fig. 5　Comparison of the results of explicit Runge-kutta and implicit Runge-kutta with analyses on Solution 
graphs for BCR model for Scenario 4 of four cases by varying parameter m1= 0.5, 0.6, 0.8, 0.9.
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Fig. 6　Comparison of the results of Adams’ and BDF with analyses on Absolute Error graphs for BCR model 
for Scenario 1 of four cases by varying parameter g1= 0.65, 0.70, 0.75, 0.73.
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Fig. 7　Comparison of the results of Adams’ and BDF with analyses on Absolute Error graphs for BCR model 
for Scenario 2 of four cases by varying parameter c2= 0.7, 0.5, 0.4, 0.6.
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Fig. 8　Comparison of the results of explicit Runge-kutta and implicit Runge-kutta with analyses on Absolute 
Error graphs for BCR model for Scenario 3 of four cases by varying parameter c3= 0.07, 0.06, 0.09, 
0.10.
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Fig. 9　Comparison of the results of explicit Runge-kutta and implicit Runge-kutta with analyses on Absolute 
Error graphs for BCR model for Scenario 4 of four cases by varying parameter m1= 0.5, 0.6, 0.8, 0.9.

6.　CONCLUSION

This study demonstrates the effectiveness of various numer-
ical methods i.e. Adams’ numerical solver, BDF method, explicit 
Runge-kutta method and implicit Runge-kutta technique in ap-
proximating solutions for breast cancer risk model through ordi-
nary differential equations (ODE’s). The synthetic dataset created 
through ND-solve, with parameters l healthy breast cells logis-
tic-growth rate, rate of overflowing estrogen from DNA, rate of 
immune suppression rate with estrogen and fat carrying capacity 
rate adjustments to simulate biological factors influencing breast 
cancer risk, enabled comparative analysis across methods. Fur-
ther absolute error plots and solution plots reveal these methods’ 
relative accuracy and computational robustness. For precise and 
reliable breast cancer risk assessment, the findings underscore 
the potential of integrating advanced numerical techniques-based 
solutions paving the way for more effective predictive modeling in 
oncology. This ODE-based framework has the potential to serve as 
a foundational tool for researchers and clinicians, offering insight 
into the temporal aspects of cancer risk and supporting interven-
tions that target modifiable risk factors related to body composi-
tion.
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