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Using Ensemble Learning to Improve Handwritten Character Recognition Perfor-
mance
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ABSTRACT

This paper proposes a direct and effective approach to improving handwritten character recognition by employing an ensem-
ble learning strategy. By integrating three lightweight convolutional neural network architectures—ResNet, AlexNet, and VGG—
through a weighted averaging ensemble, we demonstrate a significant enhancement in prediction accuracy and stability. Even with 
these relatively simple model structures, the ensemble method effectively harnesses their complementary strengths, leading to im-
proved recognition performance without extensive model optimization. Visualizations from Grad-CAM further illustrate that each 
base model focuses on distinct features of the input, and through ensemble learning, the combined model mitigates biases and reduc-
es dependency on irrelevant areas such as the background. Our results, validated on the EMNIST dataset, show that the ensemble 
approach offers a straightforward yet powerful means to enhance both accuracy and robustness in handwritten character recognition 
tasks, making it particularly suitable for real-world applications where computational efficiency and reliability are also a priority.
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1. INTRODUCTION

Handwritten character recognition is a technology that con-
verts image content into computer text. It can transform handwrit-
ten character images into digital formats, such as in applications 
like mail address recognition, bank check processing, and elec-
tronic form filling. Even today, handwritten documents remain 
essential for signing important matters. By converting content 
into digital data, the efficiency of data retrieval is significantly im-
proved.

In recent years, machine learning technology has been widely 
applied across various fields, including handwritten character rec-
ognition. Traditional machine learning methods such as Support 
Vector Machine (SVM), Random Forest (RF), K Nearest Neighbor 
(KNN), and Decision Tree (DT) have achieved promising results 
in early handwritten character recognition tasks. For instance, 
SVM has shown excellent performance in binary classification 
problems, while KNN has been widely used for its simplicity and 
effectiveness. However, these methods often struggle with high-di-
mensional data or images with significant noise interference.

With the advancement in computational power and the rapid 
development of GPUs, deep learning methods have gradually be-
come the mainstream technology for handwritten character recog-
nition. In particular, Convolutional Neural Networks (CNN) have 
been widely adopted in handwritten character recognition tasks 
due to their outstanding performance in image recognition. Ad-

ditionally, techniques such as Recurrent Neural Networks (RNN) 
and Long Short-Term Memory (LSTM) have also found applica-
tions in tasks involving sequential data and time-dependent data.

This article aims to explore how ensemble learning meth-
ods can further improve the performance of handwritten charac-
ter recognition. We selected three classic deep-learning models 
and optimized the final classification results through an ensemble 
learning strategy. Ensemble learning leverages the complementary 
strengths of different models, effectively enhancing the accuracy 
and robustness of recognition through weight adjustments.

The primary contribution of this study is to design a hand-
written character recognition system based on Ensemble Learning. 
By combining the strengths of multiple enhanced deep-learning 
models, this approach significantly improves classification accu-
racy and demonstrates its effectiveness on the public EMNIST 
dataset.

The structure of this paper is as follows. Section 2 reviews 
and analyzes related research in the field of handwritten character 
recognition. Section 3 introduces the proposed handwritten char-
acter recognition model based on Ensemble Learning. Section 4 
presents the experimental design and results, comparing the per-
formance of different models on public datasets to demonstrate 
the superiority of the proposed method. Section 5 summarizes the 
main contributions and findings of this study and discusses poten-
tial future research directions.

2. RELATED WORK

Handwritten character recognition, as a significant research
domain in computer vision and pattern recognition, has long been 
a focal point in both academia and practical applications. With the 
rapid advancement of machine learning and deep learning technol-
ogies, the accuracy and efficiency of handwritten character recog-
nition have significantly improved. Traditional machine learning 
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methods such as Support Vector Machine (SVM) and K-Nearest 
Neighbor (KNN) played vital roles in early handwritten charac-
ter recognition. However, as the scale of data expands and the 
complexity of problems increases, these methods have gradually 
shown limitations when handling large-scale datasets and diverse 
handwritten characters.

De Cao Tran et al. [1] employed SVM classifiers to recognize 
French accented characters and merged the results, thereby reduc-
ing recognition errors and improving processing speed. Howev-
er, this approach is limited in handling larger or more complex 
character sets due to insufficient feature representation capability. 
Gauri Katiyar et al. [2] utilized various feature extraction tech-
niques combined with SVM, demonstrating generalization ability 
in high-dimensional space, but challenges remain in adapting to 
different fonts and handwriting styles.

Asish Kumar Ghosh et al. [3] combined HOG features with 
SVM and Bootstrap Aggregating techniques for optical character 
recognition of Bengali handwritten characters, noting challenges 
in handling complex character shapes, particularly with “Matra” 
structures, which can limit performance in certain scenarios. Pre-
manand Ghadekar et al. [4] proposed a hybrid DWT and DCT 
feature extraction method with KNN and SVM classifiers. While 
this method performed well on standard datasets, its stability when 
handling variations in handwriting needs further validation. Su-
laiman Khan et al. [5] employed KNN to recognize handwritten 
Pashto characters, showcasing its applicability to specific charac-
ter sets, but generalizability to larger datasets and diverse hand-
writing remains challenging.

Lavanya K et al. [6] compared methods such as Hoeffding 
Tree, Decision Tree, and Random Forest on the MNIST dataset, 
demonstrating varying levels of effectiveness. However, these 
methods face challenges in maintaining stability and efficient 
model building when applied to more complex handwritten data.

In the realm of deep learning, Chunpeng Wu et al. [7] pro-
posed a model based on Relaxed Convolutional Neural Networks 
(R-CNN), which enhanced network expressiveness by adopting 
a relaxation strategy in convolutional layers. Despite the perfor-
mance improvements, the increased number of parameters and 
training complexity led to higher computational costs. Samad 
Roohi et al. [8] used a single Convolutional Neural Network 
(SCNN) based on LeNet-5 and an Ensemble Convolutional Neural 
Network (ECNN) for Persian handwritten character recognition. 
Although ECNN outperformed SCNN, it also increased the com-
plexity of parameter tuning and real-world application.

Bhagyasree P V et al. [9] utilized Directed Acyclic Graph 
Convolutional Neural Networks (DAG-CNN) to enhance recog-
nition rates for English handwritten characters, demonstrating 
advantages in multi-directional feature extraction. However, re-
al-time applications were constrained by the high computational 
load. Rajib Ghosh et al. [10] and Bruno Stuner et al. [11] used 
BLSTM for recognizing handwritten characters in Indian and 
French scripts, showcasing the strengths of recurrent networks for 
sequential data processing. These methods reduced the need for 
data annotation but risk overfitting with small datasets.

In recent studies, Sarayut Gonwirat et al. [12] proposed 
the DeblurGAN-CNN framework, integrating DeblurGAN with 
CNNs such as DenseNet121 and MobileNetV2 to improve the rec-
ognition performance of noisy handwritten characters, particularly 
in low-contrast and blurred images. Although the accuracy was 
high, integrating more approaches could further ensure precision. 
Aqsa Rasheed et al. [13] employed pre-trained AlexNet for Urdu 
character and digit recognition, incorporating transfer learning 
and data augmentation techniques to enhance performance. While 

their approach showed promising results across multiple datasets, 
incorporating different lightweight CNN architectures could im-
prove recognition accuracy and stability.

In summary, existing machine learning methods have shown 
contributions to small-scale and specific-language handwritten 
character recognition. However, as data scale expands and char-
acter diversity increases, their limitations become more apparent. 
Deep learning techniques, particularly Convolutional Neural Net-
works, have demonstrated significant advantages in improving 
recognition performance, but challenges remain in addressing 
data heterogeneity and high computational resource requirements. 
Therefore, this study proposes an ensemble learning approach that 
leverages the strengths of multiple deep learning models to en-
hance the accuracy and robustness of handwritten character rec-
ognition, addressing the shortcomings of existing technologies in 
handling diverse and complex data.

3.　PROPOSED METHOD

Fig. 1　The Architecture of the Proposed Ensemble Method.

In the aforementioned research, we observed that while ma-
chine learning and deep learning techniques have made significant 
advancements in handwritten character recognition, the perfor-
mance of individual models often remains limited across different 
datasets. This limitation is particularly pronounced when handling 
diverse handwritten characters, where there is still room for im-
provement in robustness and accuracy. Numerous studies have 
highlighted that future work should focus on integrating multiple 
CNN model frameworks to achieve higher recognition accura-
cy and stability. To address this challenge, this article proposes 
a handwritten character recognition method based on ensemble 
learning. Figure 1 illustrates the architecture of the proposed meth-
od; by leveraging the strengths of multiple deep learning models, 
we designed an ensemble strategy to enhance recognition accu-
racy.

Specifically, we selected three well-known lightweight deep 
learning architectures—VGG, ResNet, and AlexNet—as base 
models. These models have demonstrated strong performance on 
classic handwritten character datasets, and we made targeted ad-
justments to better align with the needs of our research. In this 
ensemble approach, each base model makes independent predic-
tions, which are subsequently combined using a weighted averag-
ing method. This strategy not only yielded promising results for 
individual models but also demonstrated competitive performance 
on the public EMNIST dataset.
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3.1　Enhanced AlexNet

Fig. 2　The Model Structure of Modified AlexNet.

AlexNet, a milestone model in the field of deep learning, 
established its significance in Convolutional Neural Networks 
(CNN) with its outstanding performance in the 2012 ImageNet 
competition. Due to its relatively simple architecture, AlexNet 
uses fewer parameters and layers, making it efficient in terms of 
training speed and resource consumption. For the task of hand-
written character recognition, AlexNet’s features make it an ideal 
choice, especially when dealing with smaller datasets, as it can 
quickly extract effective features and perform efficient classifica-
tion.

The original architecture of AlexNet consists of five convo-
lutional layers, each followed by a ReLU activation function and 
a max-pooling layer. These convolutional layers are designed to 
extract features at different levels, which are then fused and clas-
sified through three fully connected layers. As shown in Figure 
2, to adapt to the specific requirements of handwritten character 
recognition, we adjusted the input layer to fit the image size of the 
dataset and set the number of nodes in the output layer to match 
the number of classes for more accurate classification.

3.2　Enhanced VGG

The VGG model is widely recognized in the field of deep 
learning for its deep convolutional structure and straightforward 
design philosophy. Proposed by Simonyan and Zisserman in 2014, 
the VGG model achieved remarkable results in the ImageNet com-
petition. Its ability to extract richer and more complex features 
through deep convolutional layers makes it particularly well-suit-
ed for detailed recognition tasks required in handwritten character 

recognition.

Fig. 3　The Model Structure of Modified VGG.

The design of the VGG model is based on a deep stack of 
multiple convolutional layers, each followed by a ReLU activa-

tion function to enhance the model’s nonlinear representation ca-
pabilities. These convolutional layers are designed to progressive-
ly extract different levels of features from images, ranging from 
edges to higher-level shapes and patterns. As shown in Figure 3, to 
accommodate the 28x28 pixel input of handwritten character im-
ages, we adjusted the VGG model by reducing the number of con-
volutional layers. This adjustment preserves the feature extraction 
capabilities while avoiding excessive computational costs.

3.3　Enhanced ResNet

ResNet (Residual Network) represents a significant break-
through in deep learning, effectively addressing the common issue 
of vanishing gradients in deep networks through its residual block 
design. Proposed by He et al. in 2015, the ResNet model stood out 
in the ImageNet competition and quickly became a benchmark in 
deep learning. The residual structure of ResNet allows signals to 
bypass layers, enabling the training of very deep networks while 
maintaining efficient feature extraction capabilities.

Fig. 4　The Model Structure of Modified ResNet.

As shown in Figure 4, the core feature of ResNet is its unique 
residual block design, where each block contains two convolution-
al layers with a skip connection between them. This skip connec-
tion allows the input signal to be directly passed to the output of 
the block, reducing the problem of vanishing gradients in deep 
networks. This structure allows ResNet to train very deep net-
works while preserving strong learning capabilities.

In our study, we selected and adjusted three renowned deep 
learning models—AlexNet, VGG, and ResNet—to design a robust 
and efficient base model ensemble for the handwritten character 
recognition task. Each model’s architecture was specifically tai-
lored to fit the dataset format, and data augmentation techniques 
and optimized training strategies were employed to enhance the 
models’ generalization abilities. Building on this foundation, we 
further improved recognition performance by combining these 
models into an ensemble system, leveraging the strengths of each 
to achieve higher recognition accuracy.

3.4　Ensemble Strategy

In this study, we adopted a weighted averaging ensemble 
strategy to combine the prediction results of the three base mod-
els: AlexNet, VGG, and ResNet. The purpose of this strategy is to 
maximize the overall prediction accuracy by reasonably distribut-
ing the weights of each model. The weighted averaging strategy 
not only takes advantage of the characteristics of each model but 
also reduces the errors of individual models to some extent, there-
by improving the final classification performance.
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To implement the weighted averaging ensemble, we set the 
weights of the three models, w1, w2, and w3, such that their sum 
is 1, i.e., w1 + w2 + w3 = 1, and each weight value ranges from 
0 to 1 with a step size of 0.1. This results in a total of 66 possible 
weight combinations, which we tested individually to determine 
the optimal weight distribution. The weight adjustment process 
can be represented by the Equation (1) :

𝑊𝑊 = {(𝑤𝑤1, 𝑤𝑤2, 𝑤𝑤3) | 𝑤𝑤1, 𝑤𝑤2, 𝑤𝑤3 ∈ {0.1, 0.2, … ,0.8},
𝑤𝑤1 + 𝑤𝑤2 + 𝑤𝑤3 = 1 } 

  
    

(1)

The final ensemble prediction result is calculated using the 
Equation (2) :

 𝑦̂𝑦 = 𝑤𝑤1 ⋅ 𝑦𝑦1̂ + 𝑤𝑤2 ⋅ 𝑦𝑦2̂ + 𝑤𝑤3 ⋅ 𝑦𝑦3̂ 
  

  	                           (2)

Where  is the final prediction result of the ensemble strat-
egy, and  ,  , and  are the prediction results of AlexNet, 
VGG, and ResNet, respectively. This formula shows that by using 
the weighted averaging method, we combine the prediction results 
of the three models to improve prediction accuracy.

By combining the strengths of AlexNet, VGG, and ResNet 
through the weighted averaging ensemble strategy, we effective-
ly enhanced the accuracy of handwritten character recognition 
in high-noise environments. This strategy not only improved the 
overall stability of the predictions but also increased the accuracy, 
surpassing the performance of any single model.

4.　EXPERIMENTAL RESULT

4.1　Dataset

The EMNIST (Extended MNIST) dataset [14] is an exten-
sion of the classic MNIST dataset, designed to provide a more 
challenging benchmark for handwritten character recognition. 
Proposed by Cohen et al. in 2017, the EMNIST dataset is derived 
from the NIST Special Database 19, which contains a large num-
ber of handwritten digit and letter samples. The EMNIST dataset 
retains the basic structure and image format of the MNIST data-
set, making it directly compatible with existing MNIST classifiers 
while offering a larger dataset with more classes, covering both 
handwritten letters and digits. As a result, the EMNIST dataset 
is suitable not only for handwritten digit classification but also 
for handwritten letter classification, providing researchers with a 
more comprehensive testing platform.

Fig. 5　Examples from the publicly available EMNIST hand-
written character dataset. (a) represents the Bal-
anced subset, and (b) represents the Letters subset.

The EMNIST dataset consists of five subsets, each designed for 
different classification tasks:
●ByClass: Contains 62 classes (10 digits and 52 letters), includ-

ing both uppercase and lowercase letters, with a total of 814,255 
samples.

●ByMerge: Merges the uppercase and lowercase forms of letters, 
reducing the letters to 37 classes. Including the digit classes, 
there are 47 classes in total, with 814,255 samples.

●Balanced: Provides a balanced subset of letters and digits with 
47 classes. There are 112,800 training  samples and 18,800 test 
samples, totaling 131,600 samples.

●Digits: A dataset of pure digits containing the 10-digit classes 
from MNIST, with a total of 280,000 samples.

●Letters: A dataset containing only letters, with 26 classes. There 
are 88,800 training samples and 14,800 test samples, totaling 
103,600 samples.

Each subset is divided into training and testing sets, with 
sample images being 28x28 pixel grayscale images. These sam-
ples have undergone standardized preprocessing, including Gauss-
ian blurring and resampling, to ensure compatibility with the orig-
inal MNIST dataset. This allows the EMNIST dataset to support 
both digit and letter recognition tasks, providing data support for 
various application scenarios. As shown in Figure 5, to avoid rec-
ognition bias caused by class imbalance, we used the “Balanced” 
and “Letters” subsets of the EMNIST dataset as benchmark data-
sets to validate the competitiveness of the proposed method on 
public datasets, further demonstrating its broad applicability in 
handwritten character recognition. These subsets present different 
challenges and allow us to evaluate the proposed Ensemble meth-
od across various scenarios.
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4.2　Training Results of Individual Models

Fig. 6　The Loss & Accuracy during Training Process based on EMNIST-Balanced subset.

To validate the applicability of our method on public data-
sets, we selected the EMNIST dataset for experimentation and 
compared the results with existing studies. First, we retrained 
three base models (Modified ResNet, Modified AlexNet, Modi-
fied VGG) on the EMNIST dataset. After testing, we chose the 
Adam optimizer and categorical_crossentropy loss function and 
determined the optimal learning rate and batch size for each model 
through grid search. During training, we applied various data aug-
mentation techniques, such as rotation, translation, and scaling, to 
effectively enhance the models’ generalization ability. To prevent 
overfitting, we introduced EarlyStopping and ReduceLROnPla-
teau strategies, ensuring that the models achieved optimal perfor-
mance while converging stably.

Figure 6 shows the Loss & Accuracy during the training pro-

cess on the EMNIST-balanced dataset, the three models exhibited 
different convergence behaviors. The loss for AlexNet and VGG 
reached relatively low levels early in the training process and re-
mained stable, with no significant changes thereafter. In contrast, 
ResNet’s loss started higher but gradually decreased as training 
progressed, eventually reaching a level comparable to that of Alex-
Net and VGG. This indicates that ResNet was able to overcome its 
initial larger errors and eventually stabilized. Correspondingly, the 
accuracy of AlexNet and VGG was already at a high level early in 
the training and remained stable throughout. ResNet, on the oth-
er hand, showed a gradual improvement in accuracy as training 
progressed, ultimately reaching a level similar to the other two 
models, demonstrating its potential in incremental learning.

Fig. 7　The Loss & Accuracy during Training Process based on EMNIST-Letters subset.

Figure 7 shows the Loss and Accuracy results during the 
training process on the EMNIST-letters dataset, which showed a 
similar trend. The loss for VGG and AlexNet started low and re-
mained stable without significant changes during subsequent train-
ing. ResNet, again, showed a process of gradual optimization, with 
initially higher loss that gradually decreased, eventually reaching 
a level similar to VGG and AlexNet. Similarly, in terms of accu-
racy, VGG and AlexNet achieved high accuracy levels early in 
the training, which remained stable throughout. ResNet gradually 
improved its accuracy during training, eventually reaching a level 
comparable to VGG and AlexNet. Overall, these results indicate 
that ResNet demonstrated strong adaptability during training, im-
proving its performance incrementally, while VGG and AlexNet 
showed stable and high performance from the beginning.

4.3　Experimental Results of Ensemble Strategy

Figure 8 shows the performance of the ensemble strategy 
based on different weight combinations on the EMNIST-balanced 
and EMNIST-letters datasets. In the EMNIST-balanced dataset, 
when the weight combination is 0.3, 0.2, 0.5 (i.e., ResNet, Alex-
Net, and VGG account for 30%, 20%, and 50% of the weight, 
respectively), the model achieves the highest accuracy of approx-
imately 0.9064. This suggests that giving a higher weight to the 
VGG model can more effectively enhance overall recognition 
performance. In the EMNIST-letters dataset, the highest accuracy 
of approximately 0.9456 is achieved with a weight combination 
of 0.3, 0.4, 0.3, indicating that a balanced distribution of weights 
among the three models, particularly with more weight given to 
AlexNet, can maximize performance on the letters subset. These 
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 Figure 9 shows the analysis of the Confusion Matrix based 
on the EMNIST-balanced and EMNIST-letters datasets, which 
shows that the ensemble model significantly outperforms indi-
vidual models in prediction accuracy. Particularly for some dif-
ficult-to-distinguish classes, the ensemble strategy successful-
ly reduces the error rate, demonstrating an overall performance 
improvement. For the EMNIST-balanced dataset, the ensemble 
model’s predictions are more precise, with a noticeable reduction 
in misclassifications. Similarly, as shown in Figure 10, in the EM-

NIST-letters dataset, the ensemble model performs excellently, ef-
fectively reducing prediction errors for certain letters made by in-
dividual models. Additionally, since the test dataset only includes 
the first 19 classes, the unpredicted classes reflect the dataset’s 
limitations rather than a flaw in the model. These results further 
confirm the effectiveness of the ensemble strategy in handwritten 
character recognition, particularly in handling challenging data-
sets, where the ensemble method can significantly improve the 
model’s prediction accuracy.

Fig. 9　The Confusion Matrix of Three Single Model and Ensemble Method based on EMNIST-Balanced subset. (From left to 
right are Modified ResNet, VGG, AlexNet, and the Ensemble Method.)

Fig. 10　The Confusion Matrix of Three Single Model and Ensemble Method based on EMNIST-Letters subset. (From left to 
right are Modified ResNet, VGG, AlexNet, and the Ensemble Method.)

results highlight the importance of adjusting weight strategies 
based on the specific dataset in ensemble learning to optimize final 

prediction accuracy.

Fig. 8　The Ensemble results with different weight combinations. (Left) is based on the EMNIST-Balanced subset, and (Right) is 
based on the EMNIST-Letters subset.
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4.4　Ablation Experiment

Table 1 shows the results of ablation experiments; we com-
pared the performance of individual models, pairwise combi-
nations, and the three-model ensemble. The individual models 
(ResNet, AlexNet, VGG) performed well on both datasets, but 
their accuracy was slightly lower than some more complex deep 
learning architectures. When we combined two models, the ac-
curacy improved, especially the VGG + AlexNet combination, 
which achieved 90.51% on the balanced dataset, approaching the 
performance of more complex models. When the three models 
were combined using weighted averaging, the accuracy further in-
creased, reaching 90.64% on the balanced dataset and 94.56% on 
the letters dataset. These results indicate that the ensemble strategy 
effectively leveraged the strengths of different models, significant-
ly improving the accuracy of handwritten character recognition 
and achieving the best performance on the EMNIST-balanced 
dataset. 

Table 1　Comparison of the results from the Ablation Experi-
ment and other studies.

Technique Balanced
(chars + letters) Letters

Linear classifier [14] 50.93% 55.78%

OPIUM [14] 78.02% 85.15%

CNN(6conv+2dense) [15] 90.59% -

Markov random field CNN [16] 90.29% 95.44%

Text Caps [17] 90.46% 95.36%

CNN(flat, 2conv+1dense) [18] 87.18% 93.63%

ResNet 89.37% 93.68%

AlexNet 89.38% 94.30%

VGG 90.05% 94.13%

ResNet+AlexNet 89.96% 94.39%

ResNet+VGG 90.39% 94.37%

VGG+AlexNet 90.51% 94.45%

Ensemble Method (ours) 90.64% 94.56%

The ResNet, AlexNet, and VGG models mentioned in the ta-
ble are Modified versions with architecture adjustments made to 
fit this study.

In this section, we conducted detailed experiments and anal-
ysis of the three deep learning models (ResNet, AlexNet, VGG) 
based on the public EMNIST dataset. The individual models ex-
hibited different convergence behaviors during training, with the 
ResNet model gradually catching up to the other two models in the 
early stages of training. The experimental results of the ensemble 
strategy showed that the weighted averaging strategy effectively 
enhanced the overall prediction accuracy of the models, especially 
on more challenging datasets, where the ensemble model outper-
formed the individual models. Additionally, the ablation experi-
ments further demonstrated the potential of ensemble learning in 
combining the strengths of different models, effectively improving 
the stability and accuracy of handwritten character recognition.

4.5　Grad-CAM Visualization and Analysis of Ensemble 
Models

Figure 11 presents the model visualization heatmaps gener-
ated via Grad-CAM. From these visualizations, it can be observed 
that each model exhibits distinct attention distributions over the 
input images. This diversity in attention is a key advantage of the 
ensemble approach: by leveraging the strengths of different mod-
els, the overall predictive performance and stability can be signifi-
cantly improved.

Fig. 11　Heatmap Visualization of Model Attention Patterns 
based on EMNIST-balanced (Top - digits, Bottom - 
characters).

However, an interesting phenomenon can also be seen in the 
heatmaps, where the red regions cover most parts of the image, 
including the black background. This suggests that the model may 
not have fully learned to disregard the influence of the background 
during training, instead incorporating it into the decision-making 
process. Such behavior indicates that the model might develop 
misleading dependencies on irrelevant features, which is another 
area where ensemble methods can bring improvements. Individual 
models may introduce biases toward certain irrelevant features, 
but by combining multiple models, the impact of these biases can 
be mitigated, leading to more accurate and reliable predictions.

Moreover, it is noteworthy that the three base models we 
employed (ResNet, VGG, AlexNet) are all relatively lightweight 
architectures. Without extensive optimization, these models may 
struggle to achieve optimal performance when dealing with the 
complexity of the dataset. In this context, the ensemble strategy 
has proven to be an effective and straightforward means of sig-
nificantly enhancing prediction accuracy and stability. While each 
model on its own might not fully distinguish the importance be-
tween “digit” and “background” features, the ensemble strategy 
helps to compensate for these individual shortcomings, thereby 
improving overall model performance.

These findings clearly demonstrate the superiority of ensem-
ble learning when dealing with diverse model characteristics. By 
aggregating models with different architectures, we can harness 
their respective strengths, resulting in a more robust system that 
reduces dependency on specific regions or features and thereby 
enhances the generalization capability of the model. This conclu-
sion is also insightful for future model design and optimization, 
especially when balancing performance and computational effi-
ciency. Ensemble methods offer a practical and feasible approach 
for achieving such improvements.

5.　CONCLUSION

This article proposes a handwritten character recognition 
method based on ensemble learning, which improves accuracy 
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by combining the strengths of ResNet, AlexNet, and VGG deep 
learning models. The experimental results demonstrate that this 
ensemble strategy performs excellently on the public EMNIST 
dataset, not only surpassing the predictive performance of individ-
ual models but also showing greater robustness and generalization 
ability in handling the challenges of different types of datasets. 
Future work will continue to explore ways to further optimize the 
ensemble strategy and apply this method to a broader range of 
handwritten character recognition scenarios to enhance its effec-
tiveness in practical applications.
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